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ABSTRACT: Organic/polymeric materials are of emerging impor-
tance for thermoelectric conversion. The soft nature of these materials
implies strong electron—phonon coupling, often leading to carrier
localization. This poses great challenges for the conventional
Boltzmann transport description based on relaxation time approx-
imation and band structure calculations. In this work, combining the
Kubo formula with the finite-temperature time-dependent density
matrix renormalization group (FT-TD-DMRG) in the grand canonical
ensemble, we developed a nearly exact algorithm to calculate the
thermoelectric power factor PF = a* o, where a is the Seebeck
coefficient and o is the electrical conductivity, and apply the algorithm
to Holstein Hamiltonian with electron—phonon coupling to model
organic materials. Our algorithm can provide a unified description

Thermoelectric Power Factor PF = a?c¢

TD-DMRG ﬁ Kubo Formula
bbb ddddd

C 5&—\ dﬁfD o Modeling

covering the weak coupling limit described by the bandlike Boltzmann transport to the strong coupling hopping limit.

1. INTRODUCTION

Organic/polymeric materials are potential candidates for next-
generation high-performance thermoelectric materials because
of their remarkable low thermal conductivity, relatively high
electrical conductivity by doping, structural flexibility, light-
weight, low toxicity, and biocompatibility.]_6 Past decades
have witnessed rapid development in the field, and a number of
promising organic/polymeric thermoelectric materials have
been synthesized, varying from small molecular systems"” to
conducting polymers.”” However, the thermoelectric figure of
merit ZT for organic materials is still low compared to the
inorganic counterpart, mainly because of the low power factor

PFE. Here, ZT = az:T, which measures the thermoelectric
conversion efficiency and power factor is defined as PF = o o.
o, a, and K are the electrical conductivity, Seebeck coefficient
that measures the voltage drop divided by the temperature
difference, and thermal conductivity, respectively, at temper-
ature T."°

First-principle band structure calculations have been
extensively applied to investigate thermoelectric conversion.
It assumes that both electron correlation and electron—phonon
coupling are weak and thus the electrons are delocalized.
Therefore, the charge transport process is wavelike with
scatterings by phonons, impurities, disorders, etc.'""”
Combining the band structure with the Boltzmann transport
equation and Matthiessen’s rule, the thermoelectric transport
property has been calculated for a number of systems.'”~'°
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Meanwhile, it should be borne in mind that the most
important characteristic of organic/polymeric materials lies in
the structural flexibility and the disorders/impurities."’~*' On
the other hand, from the perspective of device physics
modeling, the hopping model has been widely employed to
describe carrier transport in organic optoelectronics. The
origin of carrier localization relies on the assumption of strong
electron—phonon coupling, and thus carriers travel through the
system via a hopping process.”” >* With the assistance of
numerical simulation, plenty of studies have been carried out
on the hopping limit.”*~>°

However, the strength of electron—phonon coupling and the
charge transfer integral are comparable in most organic
materials. This indicates a polaron transport that is neither
bandlike nor hopping.””*® In fact, polaron describes such
charge carriers moving along with the surrounding lattice
distortion.””*° Efforts have been devoted to going beyond the
simple descriptions of hopping or band. Different time scales
for intermolecular vibrations, intramolecular vibrations, and
intermolecular charge transfer have been taken into
account.’*™** Since the intramolecular vibration is much faster
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Figure 1. Schematic diagram of (a) MPS and (b) MPO. (c) Mapping a three-site system with two vibration modes per site into a one-dimensional

chain structure.

than intermolecular charge transfer, the intramolecular
electron—phonon coupling has been treated as a mean-field
via polaron transformation,®™>* through which, the depend-
ence of the Seebeck coefficient on the doping level (chemical
potential), electron—phonon coupling strength, and temper-
ature has been unraveled.’* *® On the other hand,
intermolecular vibration is much slower than intermolecular
charge transfer. Thus, it can often be approximated classical
mechanically through mixed quantum-classical ap-
proaches.”*”~*" Combining numerical calculation and the-
oretical analysis, transient localization theory has been
developed for organic materials’ charge transport,**~*
emphasizing the vital role of intermolecular electron—phonon
coupling in the charge transport of organic materials. Although
these approaches provide insightful results in the regimes
where the underlying assumption is valid, their accuracy
remains unclear in the broad parameter regimes, especially the
intermediate coupling regime, which is believed to be relevant
to high-performance organic materials. A general method for
thermoelectric transport in organic materials is still absent. The
main difficulty lies in the unavoidable many-body problem
arising from the comparable charge transfer integral and inter/
intramolecular electron—phonon coupling, which limits the
range of application of analytic approaches and the accuracy of
numerical methods.

The density matrix renormalization group (DMRG) is a
numerically accurate and robust method for many-body
problems.”® Since the establishment by White in 1992,*
numerous algorithms have been developed, including time-
evolution algorithms,**” finite-temperature algorithms,” etc.
The rapid development of algorithms enables DMRG to tackle
various problems, including strong correlation lattice models,”
ab initio electronic structure,”>*> and excited-state dynamics.”*
The recent development of GPU acceleration algorithms™* and
matrix product operator (MPO) autoconstruction algorithms*°
further broadens the application scope of DMRG in simulating
the dynamics of complex systems. Very recently, Li et al.
presented a general picture of the mobility of organic
semiconductors by combining time-dependent DMRG (TD-
DMRG) with the Kubo formula,””*" indicating that TD-
DMRG is a possible solution for organic thermoelectric
transport in broad parameter space.

In this work, we develop an algorithm based on the finite-
temperature time-dependent density matrix renormalization
group (FT-TD-DMRG) in the grand canonical ensemble to
calculate the power factor of organic materials described by the
Holstein model. We demonstrate that FT-TD-DMRG is a
powerful method for investigating the organic thermoelectric
transport process, which can bridge the gap between the
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hopping picture and band picture. A detailed theoretical
framework and numerical outcomes are provided in the
following sections.

2. MODEL AND ALGORITHM

2.1. Introduction of Model. The Holstein model is widely
used to capture the effect of electron—phonon coupling in

Parameters in model

Generate maximally entangled Eq. (25)
state |I)
Imaginary time evolution for

thermal state |W5) Eq. (26)

t = 0; Calculate C; (0), C,(0) | Eq. (8)

Real time evolve At;

t—t+At Eq. (23)

| Caleulate G, (0), () | Eq. (8)

Reach the
threshold?

Figure 2. Summary of the TD-DMRG method for the thermoelectric
power factor.

o and a, Eq. (6)

organic materials. We consider a one-dimensional molecular
chain in this work and the Hamiltonian is>”’
A=A+H_,+H, )

where the electronic part is
N At At A
H=3 + 20 5@ 4+ afd)
j j 2)
and the phonon part is

N AT A 1
A=) hwn(bjnbjn + 5)

jm

At
€4, 4;

3)
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and the electron—phonon coupling term is
I:Ie—ph = Z hgn
o (4)

Here, a] and a a; are creation and annihilation operators of an
electron at site j. b and b are creation and annihilation
operators of the nth mtramolecular vibration mode at site j
with the coupling constant g, and vibration frequency ,. ¢;
and 7; are the site energy at site j and the charge transfer
integral between site j and j + 1. The reorganization energy A =
.8, characterizes the strength of electron—phonon
coupling.

As far as carrier transport is concerned, there exist two
extreme cases, the bandlike limit and hopping limit. “Bandlike”
describes carriers at well delocalized and fully coherent
electronic states, like in a pure inorganic crystal where the
transport behavior is governed by weak electron—phonon
scattering, often described by the Boltzmann transport
equation under the relaxation time approximation, while the
“hopping” mechanism describes the localized charge transport
where the localization could be originated from disorders,
impurities, or strong electron—phonon coupling. In the

Holstein model, for T << A, the strong electron—phonon

b,)a'a,

coupling can lead to electron localization and the model
reduces to a typical hopping model. When 7, >> 4, electrons
are delocalized and slightly influenced by small electron—
phonon coupling, leading to a typical band model.

The thermoelectric power factor PF is defined as

PF = % (5)
Conductivity 6 and Seebeck coefficient (thermopower) a
can be calculated via the Kubo formula®>®°
1
c=—L;
kyT
_ 1L,

Here, kg is the Boltzmann constant and T is the temperature.
L,; and L, are defined as

1 + 00
L,=— C,(t) dt
=5y ) ()
! f mR C,(t)dt
= — e
VvV Jo !
L,=— / C,(t) dt
== ReC L()dt
(7)
with correlation functions
_ ~ iHt/h% —iHt/h%
Cy(t) = Trlp,e"™ " e 1]
_ ~ iHt/h% —iHt/h%
C,(t) = Tr[p,e ]Qe ]e] ®)

where je and jQ are the electric current and heat current
operators, respectively, and V is the volume: V = NAQ, where
N is the total site number, A is the cross-sectional area, and Q
is the lattice spacing. Meanwhile, the thermoelectric transport
process involves both the electron current and heat current,
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containing both particle exchange and energy exchange.
Therefore, it is necessary to adopt the grand canonical
ensemble to describe such a process, by which, the density
operator is

PO 1 —p(A-uN,)
S ©)
where Z = Tr[e #H=#Ne)] ig the partition function and y is the
chemical Potentlal ﬁ = (kgT)™', and the electron number
operator N, Z]a In the grand canonical ensemble, the
mean number of electrons in the system n, Tr[Nepo]
depends on p. We can adjust u via the bisection method to
reach the target n,, considering n, increases monotonically with
u. Here, we define the doping ratio ¢ = /N as the number of
electrons in the system divided by the maximum number of
electrons that the system can hold. Obviously, ¢ is related to
the carrier concentration of the system.

The electric current operator J, and heat current operator ]Q
are derived through a commutator with Holstein Hamiltonian
(see Supporting Information 1)

= ——eQ Z (a4 — ala,,)
(10)
A Al
]Q ] + ]Q (11)
Q Z ;+1( 420 — ajT&j+2)
(12)
AH 1 4 ~ ata
= Q Z [2 (Ej + Ej+1) ( +1‘1 “;'Taj+1)
(13)
Here, we define
A A A
E = ¢+ ) hg w,(b, + b,)
n (14)

2.2. TD-DMRG Algorithm and Realization. 2.2.7. MPS
and MPO. The second generation of DMRG adopts a matrix
product state (MPS) ansatz with a finite truncation of the
virtual bond dimension to approximate the exact wave function

IP) efficiently*®

Py= . A7

{“z} {0 1}

(TIA(TZ

A%
ol aLillalaz...aL)

(15)

Here, o) is the physical index at site [, ranging from 1 to d,. For
electron or spin sites, d; = 2, representing the occupied and
unoccupied states or spin-down and spin-up states. For
phonon sites, d; = dy, where dy; is the size of the local phonon
basis. Theoretically, dy should be infinitely large while a
reasonably finite dyy can provide rather accurate outcomes in
most cases. g; is the index of the virtual bond between site [ and
site [ + 1, ranging from 1 to D;. With a careful selection of the
upper bound D of D, the exact wave function I¥) can be
approximated efficiently with high accuracy. The graphic
illustration of MPS is presented in Figure la.

Similarly, the operator O can be expressed as a matrix
product operator (MPO) form exactly, as presented in Figure
1b.

https://doi.org/10.1021/acs.jctc.2c00651
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(16)

There exist a number of schemes to construct the MPO of a
generic operator, and in this work, we adopted the graph-based
automated construction algorithm developed by Ren et al.*° to
obtain the most compact MPO with the minimum bond
dimension. After defining MPS and MPO, the calculation of
quantities such as the expectation value simply becomes tensor
contraction. We map the degrees of freedom (DoFs) of the
electrons and phonons into a chain structure where the DoFs
of one molecule are arranged together and phonons with a
lower frequency are closer to electron sites, as presented in
Figure 1c. Such sorting can lead to a fast convergence with the
bond dimension (Supporting Information 3).°'~**

2.2.2. Time-Evolution Algorithm. Time evolution is
involved in calculating the correlation functions in eq 8.
Various time evolution methods have been developed,***" %%
including direct evolution and compression, time step-
targeting, time-dependent variational principle, and so on. In
this work, we adopt the time-dependent variational principle
with a projector-splitting algorithm (TDVP-PS) for time
evolution, which has been proved efficient and robust,
especially with the hybrid CPU—GPU heterogeneous algo-
rithms.**> The basic idea of TDVP-PS is to project I:II‘P)
onto the tangent space of the current MPS via the projection
operator 'P

D) _ —iPHI¥(t))
ot (17)

jav]
Il
M=

Pl1:1-11Q® L ®P[l+ 1: L]-

=
Pl1: ] ® Pl + 1: L]
I=1 (18)
Here,
P:n1= ), AlAD

01+ 01581,-, 0]
015y 015 81y B

%o, 4 %o o
A, LAY loy.0p)(0y...0)]

a9 (19)
Pl L] = B
01y OL3 A1y
611“‘7V(TL;‘117“‘7“L—VI
*0p *o o
Bal_lyal"'BaL_llo-l"'o-L><6""GLl (20)
I = Z loy) (o
o (21)
Pl1:0]=P[L+1:L]=1 (22)

Here, tensors A and B are expressed in left-canonical and right-
canonical forms, respectively.
For a tiny time step At, eq 17 can be solved as

W(t + AL)) = e PHA/ Mg (1)) (23)

The propagator is split into multiple subterms through a
second-order Trotter decomposition, each of which is applied

successively in a sweep process. The time evolution step At
should be carefully chosen to balance accuracy and efficiency.

2.2.3. Finite-Temperature Algorithm for Grand Canonical
Ensemble. Temperature is introduced through a purification
procedure for the thermal state. The latter is spanned in a
direct product space of the physical space P and an auxiliary
space Q chosen as an exact copy of P. Then, the thermal
ensemble average (O) at T can be expressed as the expectation
value of the pure thermal state ¥;) (we suppose W) is
normalized and f = (kzT)™!)

(0) = Tr[0p] = (¥JOM¥,) (24)

By defining the maximally entangled state II)

1
Iy = —loy)»lo;
> H ;I \/El l>P 1>Q (25)

The maximally entangled state means that all states are
occupied with equal possibilities. In a maximally entangled
state, the entanglement between the DoFs of site [ in physical
space P and auxiliary space Q is maximal, while no
entanglement exists between different DoFs. Therefore, the
maximally entangled state II) can be expressed efficiently as
presented in refs 46, 48. The thermal state can be obtained via
imaginary time evolution on the maximally entangled state II)
fromt=0tot = —1'[)’/248’68

19,) = e /H=#2py (26)

Lower T (larger ) needs a larger number of imaginary time
evolution steps Njy,,. Note that in imaginary time evolution,
the number of electrons n, can change since the grand
canonical ensemble is adopted.

2.2.4. Jordan—Wigner Transformation for a Many-
Electron System. In previous investigations for carrier
mobility, the density is low so that one considered only one
charge in the system. However, for thermoelectric conversion,
doping is important to achieve optimal thermopower. So, here
comes the issue of anticommutation for multifermions. When
constructing an MPO, to fulfill the antisymmetric property of
electrons, the Jordan—Wigner transformation is adopted® to
transform the electron basis to the spin basis

k=1 (27)

Here, 6%, 6%, and 6~ are Pauli operators of the spin basis,
which commute between different sites

(6777, 65771 =0, (1# m) (28)

2.2.5. Algorithm Flow Chart. In summary, we can
reformulate the correlation functions in eq 8 as follows and
calculate @ and o via the procedure presented in Figure 2

https://doi.org/10.1021/acs.jctc.2c00651
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Figure 3. Comparison of the real and imaginary parts of correlation functions C, (t) and C, (t) calculated by the time-dependent density matrix
renormalization group (TD-DMRG), Lang—Firsov polaron transformation (LF), and variational polaron transformation (VPT) in different
regimes; (a, b) are in the strong coupling regime where 7 < 4; (c), (d), (e), and (f) are in the intermediate regime where 7 and 1 are comparable;
(g h) are in the weak coupling regime where 7 > 4; (i, j) are in the zero coupling limit where A = 0 indicates that g, = 0 and no electron—phonon

coupling exists. Here, we set T = 300 K, N = 20, D = 438, dy = 12, N,

imag

=300, and At = 10.0 au.

Cl(t) _ Tr[ﬁo eiﬁt/h]’; e—iﬁt/h]’;]
— (‘I’/jleth/h:e_th/h]Ael‘I‘/»
Cz(t) — Tr[ﬁo eth/th e—th/h]’;]
_ iHt/hs _—iHt/h%
= (Yyle b€ J,1%s) (29)

As shown in Figure 2, we input a set of parameters (note
that the computational parameters presented in section 3.1
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should be checked) and the maximally entangled state II) (§ =
0) is taken as the initial state. The thermal state |¥j) is
obtained via several hundred steps of imaginary time evolution
from II). After obtaining I'¥), we calculate ]El‘I‘ﬂ> by applying
MPO J, to I¥y). In real-time evolution, through continuous
application of 2" to bra (sl and ¢ HAYR 6 ket ]el‘Pﬂ) (Pyl
ef/h and e-iH/Ny e I¥s) can be calculated. Correlation
functions C; (t) and [&) (t) are calculated by contracting
(Pyl e/ and e_’Ht/h I¥;) with MPO J, and MPO Jo

separately in real-time evolutlon The real-time evolution

https://doi.org/10.1021/acs.jctc.2c00651
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Figure 4. (a, b) are the doping ratio dependence of conductivity o, (c, d) are the doping ratio dependence of the Seebeck coefficient @, and (e) is
the doping ratio dependence of the power factor PF. The hopping behavior in panels (b) and (d) is obtained by the outcome of Fermi’s golden rule

ki c
= —2In .
e 1-¢

Boltzmann transport theory presented in Supporting Information 4.

presented in Supporting Information S and oy,

The band behavior in panel (d) is calculated with 7 = —240 meV and 4 = 0 by the

continues until correlation functions become less than a
threshold set to be max{C; (t — 9A¢t), C; (t — 8At),.., C; ()} <
5 X 1073C; (0), and then the electrical conductivity ¢ and the
Seebeck coefficient a can be obtained by integrating
correlation functions as eqs 6 and 7.

3. RESULTS AND DISCUSSION

In this work, we focus on a one-dimensional Holstein model
with periodic boundary conditions and assume 7; = 7 and =¢
for all sites. Following the work of Wang37 and Zhao,*® we
choose the carrier reorganization energy 4 = 125 meV (for
typical organic semiconductor) and use five intramolecular
vibration modes, where {w,} = {35.6, 106.8, 178.0, 249.2,
3204 meV} and {g,} = {1.21, 0.62, 0.35, 0.18, 0.09}. The
values are taken from the super-Ohmic spectral density
function from ref 36, following a discretization scheme
(Supporting Information 2). For simplicity, we set the site
energy € = 0, cross area A = 100 au, and lattice constant Q =
10 au in all of the calculations.

3.1. Validity of TD-DMRG Algorithm. As mentioned
above, the number of imaginary time evolution steps Niy,g, the
size of the bond dimension D, the size of the local phonon
basis dyy, the size of the real time evolution step At, and the
number of sites N are essential parameters to assure the
accuracy of calculations. In this work, we focus on the
challenging intermediate parameter regime where 7 is
comparable to A and the room temperature. In addition, the
adoption of the grand canonical ensemble breaks the particle
number symmetry, which increases the computational cost. In
Supporting Information 3, we demonstrate that in this case, the
converged and valid results can be obtained by TD-DMRG
with a moderate computational cost. For most of the
parameter regimes we are interested in, the parameter set of
At =50, N = 12, D = 48, and dy = 9 is enough for numerical
convergence.
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3.2. Comparison with Polaron Transformation. We
now compare the correlation functions calculated by TD-
DMRG with those obtained from Lang—Firsov polaron
transformation’” (LF) and variational polaron transforma-
tion™® (VPT) (Supporting Information S) ranging from the
strong coupling regime, Figure 3ab, intermediate coupling
regime, Figure 3c—f, and weak coupling regime, Figure 3gh, to
the zero coupling limit, Figure 3i;.

It is known that the LF/VPT theory is valid in the strong
coupling regime. These polaron transformation methods can
reproduce the hopping behavior as described by Fermi’s
golden rule for 7 < 4. These can also reproduce the bandlike
behavior as described by the Boltzmann transport equation
when 1 is negligible, as demonstrated previously’>*® (see
Supporting Information S). As shown in Figure 3a,b,i, and j,
the correlation functions calculated by TD-DMRG coincide
closely with LF and VPT in both the strong coupling regime
and zero coupling limit, which validates our implementation of
TD-DMRG in one sense. Meanwhile, the correlation functions
calculated by TD-DMRG are quite different from LF and VPT
in the intermediate regime plotted in Figure 3c—f, and larger 7
leads to a more obvious difference. Recalling eq 6, the large
difference in correlation functions will lead to a large difference
in transport coefficients. Note that in LF and VPT, the
correlation functions fail to coincide when t = 0 in the
intermediate coupling regime. Here, LF/VPT’s mean-field
approximation adopted in eliminating electron—phonon
coupling fails, suggesting the weakness of LF and VPT in the
intermediate coupling regime. In the weak coupling regime
plotted in Figure 3gh, the difference in correlation functions
calculated via different methods starts to disappear, and VPT
performs better than LF. These differences imply the limitation
of LF/VPT in the intermediate coupling region and the
necessity of more accurate numerical methods such as TD-
DMRG.
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Figure S. (a) Conductivity 6 and (b) Seebeck coefficient «
dependence on the transfer integral 7 calculated by TD-DMRG
(black), hopping limit (gray dashed line), and band limit (gray short
dotted line). (c) Power factor PF dependence on 7 calculated via TD-
DMRG. (d) Mean free path I dependence on 7 calculated via TD-
DMRG. Here, we set T = 300 K and ¢ = 0.01.

3.3. Dependence of the Doping Ratio. The dependence
of transport coefficients on the doping ratio ¢ is plotted in
Figure 4. As shown in Figure 4a, the conductivity increases
with increasing ¢ first and then decreases. The maximum value
of conductivity is reached when ¢ = 0.5, corresponding to the
half-filling case where most charge carriers are involved in
charge transport. In the hopping limit, the conductivity
satisfies”*”*° ¢ o« 7%c(1 — ¢) when 7 < A (Supporting
Information S and 6), which is plotted in Figure 4b. The ¢ «
(1 — ¢) is satisfied impressively when 7 = —6 meV (note
that the blue dots sit on the gray short dotted line), and begins
to fail as the transfer integral increases (note that the purple
dots fall off the gray short dotted line), which is attributed to
the transition to the bandlike transport behavior in Section 3.4.
The dependence of o on c is also plotted in Figure 4c. The
Seebeck coefficient ¢ increases with ¢ and changes sign when ¢
= 0.5, corresponding to the change of main carriers from
electrons to holes. With a fixed ¢, the absolute value of a
decreases slightly with increasing 7. As reflected in Figure 4d,

c 70-=72

k,
a= —:Bln N where 7 < 1

holds in the hopping limit

—C

(Supporting Information 6), while the dependence

k
a=—=2In
e

a—ayy is nonzero in Figure 4d). The behavior of (@—ay;) in
the band theory (Supporting Information 4) with 7 = —240
meV is also plotted for comparison. The similarity of the case 7

i no longer holds when 7 increases (note that
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= —72 meV and the band behavior indicate the transition from
the hopping behavior to the band behavior. The power factor
PF is also plotted in Figure 4e. Considering the fact that in the

hopping limit
)2

The maximum of PF is reached when ¢ = 0.08 and 0.92,
corresponding to electron and hole doping. This suggests that
the optimal doping ratio in the Holstein model when 7 < 4 is
that HOMOs are 8% filled by holes or LUMOs are 8% filled by
electrons. In addition, PF increases with increasing 7
monotonically. These all agree with Figure 4e.

3.4. Dependence on the Transfer Integral. As shown in
Figure Sa,b, in the strong electron-coupling regime where 7 <

PF = a’c « 7¢(1 — c)(ln

1-¢ (30)

. . k
A, the behavior satisfies 6 « 72 and a = —:Bln <

1-c¢
(independent of 7), indicating a hopping-like transport
mechanism.”"””> When 7 keeps increasing, both ¢ and a
departure hopping-like behaviors in this intermediate regime. &
keeps increasing with increasing 7 but ¢ « 7> no longer holds.
Different from 7 irrelevance presented in the strong coupling
regime, a begins to decrease with increasing 7. Finally, when 7
> J, the transport behavior turns bandlike. On the one hand,

conductivity roughly satisfies, ¢ /2 which is considered a
typical bandlike behavior.”* On the other hand, @ — 7
dependence becomes similar to @ — 7 dependence calculated
by the Boltzmann transport equation. Note that the
introduction of electron—phonon coupling contributes an
additional decrease of a in the bandlike regime in Figure Sb.
Considering the wide bandwidth, the decrease of a with
increasing 7 in the band limit can also be interpreted via Mott’s
formula” because increasing 7 leads to a smoother change in
D(E) (Supporting Information 6).

2
k

P BkBlenD(E)

3 e dE

E=pu

(31)

The power factor PF is also calculated in Figure Sc to
measure thermoelectric performance. We find that with other
factors fixed, the increase of 7 systematically increases PF,
enhancing thermoelectric performance.

The crossover of transport behavior from hogg)ing to

bandlike is also reflected in the mean free path I, shown
in Figure 5d. Here
where the mean square velocity is calculated as
1/2
1
v= 2—C1(0)
e n, (33)
and the coherence time is obtained as
+oo | Re C,(t
0= arl S i)
0 Re C,(0) (34)

In the strong coupling regime, lmfp/ Q < 1 indicates that
electrons are totally localized in a single unit cell and the
transport process is hopping-like. With the increase of 7, I,
becomes comparable to Q, corresponding to the intermediate
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regime. Finally, when [,/ > 1, electrons are more
delocalized and the bandlike transport behavior appears.

4. CONCLUSIONS

In summary, we developed a numerically nearly exact method
for calculating the power factor of organic thermoelectric
materials modeled by the electron—phonon (Holstein) model
via combining the Kubo formula with the finite-temperature
time-dependent density matrix renormalization group (FT-
TD-DMRG) in the grand canonical ensemble. We demon-
strated the validity and computational feasibility of a broad
parameter range. We highlight the advantage of the present
method for an intermediate coupling regime, which is difficult
for other approximate methods. Our method can bridge the
gap between the hopping transport described by Fermi’s
golden rule and band transport described by the Boltzmann
transport equation, providing a unified picture of the organic
materials’ thermoelectric transport process. We find that (i)
the electric conductivity and Seebeck coefficient strongly
depend on the doping ratio and present impressive symmetry
of about ¢ = 0.5 in room temperature and (ii) increasing the
transfer integral changes the transport mechanism from
hopping to bandlike and enhances the power factor monotoni-
cally. By merely changing the exact form of Hamiltonian and
current operators, it is straightforward to take other factors into
account in our framework, such as the off-diagonal dynamic
disorder, Coulombic interaction, static disorder, and so on.
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